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Abstract Using a nonhydrostatic model based on a version of Geophysical Fluid Dynamics Laboratory’s
FV3 dynamical core at a cloud-resolving resolution in radiative-convective equilibrium (RCE) configuration,
the sensitivity of the mean RCE climate to the magnitude and scale-selectivity of the divergence damping is
explored. Divergence damping is used to reduce small-scale noise in more realistic configurations of this
model. This sensitivity is tied to the strength (and width) of the convective updrafts, which decreases
(increases) with increased damping and acts to organize the convection, dramatically drying out the
troposphere and increasing the outgoing longwave radiation. Increased damping also results in a
much-broadened precipitation probability distribution and larger extreme values, as well as reduction in
cloud fraction, which correspondingly decreases the magnitude of shortwave and longwave cloud radiative
effects. Solutions exhibit a monotonic dependence on the strength of the damping and asymptotically
converge to the inviscid limit. While the potential dependence of RCE simulations on resolution and
microphysical assumptions are generally appreciated, these results highlight the potential significance of the
choice of subgrid numerical diffusion in the dynamical core.

1. Introduction

Nonhydrostatic models at cloud-resolving resolutions in nonrotating radiative-convective equilibrium (RCE)
have received much attention in recent years (e.g., Robe & Emanuel, 2001; Tao et al., 1999; Tompkins &
Craig, 1999). They continue to provide valuable insights into the complex interaction between the physics
of moist convection, boundary layer, clouds and precipitation, radiative transfer, the underlying surface,
and the dynamical core. Resolving moist convection in these models has built a degree of confidence in
understanding and interpreting problems pertaining to the maintenance of the mean tropical relative
humidity profile and cloud feedbacks (e.g., Kuang & Hartmann, 2007; Romps, 2011).

However, the implications of the set of approximations associated with the discretization of the equations
governing the resolved flow (referred to as the dynamical core) have been almost taken for granted in these
studies, and little attention has been given to the effect of these aspects of the model on the RCE simulations,
other than exploration of the sensitivity to horizontal resolution (e.g., Muller & Held, 2012), and in the thesis of
Zhou (2016). One aspect of the model of potential importance is the manner in which the cascades of energy,
enstrophy, and moisture variance to smaller scales are controlled. All models contain explicit or implicit
controls on the generation of small-scale variance through these cascades. If this small-scale variance is
not controlled, the accumulation of variance near the grid scale leads to unrealistic spectral shapes
(e.g., Jablonowski & Williamson, 2011; Williamson, 2008a, 2008b). In some models, this small-scale dissipation
is explicit, while in others, the cascade may be handled within the design of the numerical advection scheme
(e.g., Durran, 1999). In the Geophysical Fluid Dynamics Laboratory (GFDL) Finite-Volume Cubed-Sphere
Dynamical Core (FV3; Lin, 2004; Putman & Lin, 2007), the enstrophy cascade and the cascade of tracer
variance can be controlled implicitly by the model’s finite-volume advection and associated monotonicity
constraints, but the accumulation of variance in the divergent component of the horizontal flow often
requires separate control. In global models with this dynamical core, at lower resolution than the simulations
discussed here, the flow can become noisy without this added divergence damping.

Second-order horizontal diffusion as a means to control grid-scale noise can directly affect the flow at
resolved scales due to lack of scale selectivity (Jablonowski & Williamson, 2011). Therefore, higher-order
diffusion (∇4 and higher) is generally chosen to improve the scale selectivity and has been the standard in
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global hydrostatic models for decades. In many models, especially many spectral models (e.g., Taylor &
Fournier, 2010), this higher order diffusion is applied to the total horizontal flow, that is, both the vorticity
and divergence, and the detailed form of this dissipation can be of significance for the simulation
(i.e., Williamson, 2008a, 2008b). In the global models based on hydrostatic versions of FV3 (Donner et al.,
2011; Zhao et al., 2012, 2018a, 2018b), in which the enstrophy and tracer cascades are implicitly controlled
by the advection scheme, a second-order diffusion designed to damp only the divergence of
the horizontal flow is used in GFDL’s Atmospheric Model 3 (AM3; Donner et al., 2011) while fourth-order
diffusion is used in HiRAM (Zhao et al., 2012) and AM4.0 (Zhao et al., 2018a, 2018b).

In a study with a global model of most direct relevance to the present paper, Zhao et al. (2012), using HiRAM,
found a nonintuitive monotonic increase in tropical storm frequency with the increase of the strength of
fourth-order divergence damping. Outside of the tropics and on large scales within the tropics, the climate
is insensitive to the strength of this damping. On cloud-resolving scales, the sensitivity to the numerical
scheme and small-scale damping could be very different, however. For example, Holloway et al. (2013), using
a large limited domain of the Met Office Unified Model version 7.1, showed that high-resolution simulation of
Madden-Julian Oscillation (MJO) with explicit convection and 3-D Smagorinsky subgrid scheme captures the
active phase of MJO to a very good extent, while simulation at the same resolution but with 2-D Smagorinsky
scheme for horizontal mixing and boundary layer scheme for vertical subgrid mixing loses the large-scale
MJO organization. Some discussion of the sensitivity of convective organization in cloud-resolving models
(CRMs) in the RCE configuration to numerical and subgrid schemes is found in Zhou (2016, Ch. 5).

In this paper, we discuss the impact of the choice of grid-scale explicit diffusion in the FV3 dynamical
core, namely, the order of the damping of the divergent component of the horizontal wind and its coefficient,
on deep moist convection in radiative-convection equilibrium leading to changes in clouds, precipitation,
and radiative fluxes. It is worth mentioning that both divergent and vortical components of the flow near
the grid scale experience damping in FV3; divergence damping is made explicit, while damping of the
vortical modes is implicit through monotonicity constraints (Lin, 2004; Putman & Lin, 2007). The sensitivity
to numerical damping parameters raises concerns about the robustness of RCE climates simulated by CRMs.

This manuscript is organized as follows: in section 2, we describe the model and the experimental design. In
section 3, we discuss how different aspects of convection, clouds and precipitation, and radiative fluxes are
affected by the divergence damping. We summarize in section 4.

2. Model and Experimental Design

Our model is based on the nonhydrostatic version of the FV3 described in Lin (2004) and Putman and Lin
(2007), re-configured to use a doubly periodic domain rather than the cubed-sphere grid used in global
simulations. Unless otherwise stated, the model column physics is taken from the GFDL-AM4.0 (Zhao et al.,
2018a, 2018b). The domain is 64 × 64 × 51 grid cells in (x, y, z), with horizontal resolution of 500m, and varying
vertical resolution from a few tens of meters in the lower levels to hundreds of meters in the upper levels with
the lowest model level located at 996.7 hPa. At this high resolution, we disable the convective parameteriza-
tions (both shallow and deep) used in the global model. Our choice of the small domain size is motivated by
the desire to minimize the effect of convective self-aggregation, a behavior in which convection clusters into
a relatively small fraction of the domain leaving the rest of the domain dry (e.g., Bretherton et al., 2005; Held
et al., 1993; Muller & Held, 2012).

Themodel applies an implicit subgrid Rayleigh damping to the total wind field above 50 hPa with a time scale
of one day, converting the lost kinetic energy to heat. The model also has a sponge layer at the top 2 levels to
prevent unphysical wave reflection off the top boundary. Coriolis parameter f is set to zero. We use the GFDL
Mellor-Yamada-2.5 prognostic TKE subgrid scheme (Mellor & Yamada 1982; Nakanishi & Niino, 2006) with
local vertical mixing in the boundary layer to parameterize vertical diffusion of surface turbulent fluxes.
Cloud liquid and ice water are prognostic variables, and cloud fraction is computed from a simple diagnostic
scheme assuming a subgrid-scale distribution of total water (Klein et al., 2005; Tompkins, 2002). Surface tur-
bulent fluxes and radiation are fully interactive. Radiative forcing is configured using an equatorial annual-
mean solar zenith angle to give solar irradiance of 418.7 W/m2, and there is no seasonal or diurnal cycle.
Ozone and aerosol profiles are constant and prescribed equatorial mean. All experiments are conducted with
a fixed sea surface temperature of 28 °C to approximate the averaged tropical surface temperature.
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Divergence damping in FV3 is applied to the horizontal winds (Zhao et al.,
2012; Lin & Harris, 2016, eq. (3) and (4)):

vnþ1 ¼ vn þ…þ �1ð ÞNνD
δx ∇2ND
� �
Δx

(1)

where =(u, v), x = (x, y), N is a positive integer, and D is the divergence
operator computed in its general form along a Lagrangian surface as

D ¼ 1
A

δx uΔy sinαð Þ þ δy vΔx sinαð Þ� �

where δx is a centered-difference operator; Δx and Δy are the grid
length in the x and y directions; α is the angle between axes, for our flat
domain here α = π/2; and A is the grid cell area. The damping parameter
is given as

νD ¼ cΔAminð ÞNþ1

where N is 1 for the fourth order damping, 2 for the sixth order damp-
ing, etc., ΔAmin is the global minimum grid-cell area, and c is the non-
dimensional damping coefficient. We will refer to the order of damping
as n. For each n, we set c = 0.05 and c = 0.15. This is similar to the range
chosen in Zhao et al. (2012). The values of n = 4, c = 0.16 are used in the
AM4.0 version of the model (Zhao et al., 2018a, 2018b). However, in our
simulations, for c > 0.15, the model becomes numerically unstable, which
limits our choice of the strength of the damping coefficients designating
weak and strong damping for c = 0.05 and c = 0.15, respectively. We thus
vary the order of the damping; that is, N = 1, 2, 3 which give n = fourth-,
sixth-, and eighth-order damping, respectively, in order to increase the
parameter space in this study. It is important to note that divergence
damping here is the only explicit subgrid numerical diffusion scheme
we employ in the simulations.

All experiments are run for more than 120 days, and analyses are made over the last 15 days of the simula-
tions. Statistical equilibrium is reached roughly after 60 days as in Figure 1, which shows the domain averaged
outgoing longwave radiation (OLR) for four selected cases of divergence damping: (n = 4, c = 0.15), (n = 4,
c = 0.05), (n = 6, c = 0.15), and (n = 8, c = 0.05).

3. Results
3.1. Convective Mass Flux of Updrafts and Cold Pools

Damping the divergent component of the horizontal wind field leads to
changes in the strength of vertical velocities through continuity, and
therefore, the vertical distribution of heat and moisture in the atmospheric
column. These convective mass fluxes of updrafts are key quantities for
statistical description of convection. Convective mass fluxes, defined as
ρwc/Nx, y, where ρ is the air density, Nx, y is the number of grid points,
and wc is the convective updraft vertical velocities averaged over convec-
tive cores, are depicted in Figure 2. Here convective cores are defined as
grid points where cloud condensates (liquid + ice) ≥0.005 g/kg
and w > 0 m/s.

As shown in Figure 2, updrafts peak at 950 and 250 hPa, representing shal-
low and deep convection, respectively, with stronger peak at upper levels.
As expected, simulation with strongest divergence damping (n = 4,
c = 0.15) exhibits the weakest updraft at all levels, though the lower peak

Figure 1. Time evolution of domain averaged OLR from 6-hr output for
selected cases of divergence damping.

Figure 2. Mean convective updraft vertical velocity wcaveraged over con-
vective cores (where liquid and ice condensate ≥0.005 kg/kgand w > 0 m/s).
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is attained at a slightly higher level than other damping magnitudes. The
strongest updrafts are reached at the least damped divergence (n = 8,
c = 0.05). Simulations with the sixth order and the same coefficient also
show similar upper peak with a small reduction in the lower peak.

Updrafts show a monotonic behavior with respect to the damping coeffi-
cients at a given order n; larger coefficient c = 0.15 results in weaker
updraft at the same order (comparison of dashed to solid lines of the same
color). Monotonicity with respect to the order of damping for a given coef-
ficient is also present (comparison among dashed or solid lines). The
choice of cloud condensate threshold is somewhat arbitrary, and different
thresholds produce different updraft magnitudes though the vertical
structure and monotonicity remain the same.

Changes in the strength of convective updrafts as a response to damping
are associated with the size they occupy; the stronger the damping, the
weaker and the wider the updraft. Figure 3 shows the mean value of the
probability distribution of the number (Figure 3a) and area (Figure 3b) of
convective updrafts as a function of divergence damping from a 6-hourly
output over the last 15 days of the simulations. Since, at equilibrium, the
mean convective mass flux is constrained by energy balance; that is,
convective heating is balanced by radiative cooling; the larger the area
of convective updrafts, the less frequent they are in the domain
(Figure 3b). Thus, updrafts that are less numerous and less well distributed
in the horizontal are expected to be less effective at homogenous convec-
tive moistening, yet still effective at subsidence drying, leading to an over-
all reduction in relative humidity and stronger cold pools, which are driven
by rain reevaporation and thus strongly tied to convective mass flux.

Cold pools are characterized by near surface negative buoyancy B ¼ g

θv � �θv
� �

= �θv , where θv is the virtual potential temperature:

θv = θ(1 + 0.608qv� ql) where qv and ql are the mass mixing ratio for water
vapor and liquid water, respectively; g is the gravity acceleration; and over-

bar denotes horizontal mean. Figure 4 shows snapshots of buoyancy at the lowest model level (in s�2) for the
four selected cases as in Figure 1. It is clear that strong damping (n = 4, c = 0.15) results in more intense cold
pools spreading over much wider areas than in weaker damping. Intensity of cold pools is quantified by a
probability density function of negative buoyancy of magnitudes less than �0.005 m/s2 (Tompkins, 2001),
and shown in Figure 5. The outflow induced by the spread of cold pools mechanically lifts moist air at the
edge of cold pools to trigger new convective cells (Jeevanjee & Romps, 2015; Rotunno et al., 1988); however,
lower relative humidity in strong damping case inhibits further development of deep convection. In a weaker
damping scenario (when relative humidity is higher as we will see in the next section), enhanced moisture
and less cold near-surface temperature at the edges of cold pools result in more unstable environment favor-
ing trigger of new convection, that is, thermodynamically induced convection (e.g., Feng et al., 2015; Torri
et al., 2015), which also appears to impact convective organization as discussed in the next section.

3.2. Column Relative Humidity, Cloud Fraction, and Precipitation

Relative humidity is determined by a balance between convective moistening and subsidence drying (e.g.,
Romps, 2014). Figure 6a shows domain mean relative humidity for different damping parameters.
Strongest damping (n = 4, c = 0.15) exhibits the driest column. Other damping cases of n = 4, c = 0.05 and
n = 6, c = 0.15 have very similar structure with less dryness at 700 hPa, about 100 hPa higher than the driest
case. The least damped case (n = 8, c = 0.05 and n = 6, c = 0.05) shows the least drying signal, with driest alti-
tude at about 615 hPa, and 90% relative humidity in the upper troposphere above 500 hPa.

Overall, this picture is consistent with the convective mass flux of updraft in Figure 2 and the impact on mass
flux and relative humidity ultimately links to the amount of cloud condensates deposited by the updrafts,

Figure 3. (a) Mean frequency of occurrence of convective updraft; (b) mean
area (number of grid points) of individual convective updrafts in area units,
from 6-hr output over the last 15 days of simulations. The blue and red
squares for coefficient c = 0.05 and c = 0.15 for a given damping order n,
respectively.
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quantitatively measured by cloud fraction which is shown in Figure 6b. Cloud fraction peaks at 950 and
200 hPa indicating shallow and deep convection, respectively. The effect of divergence damping on
shallow clouds is rather small. However, deep convective clouds show significant differences. High cloud
fractions exhibit a monotonic dependence on divergence damping parameters. The case of strongest
damping (n = 4, c = 0.15) shows the least amount of cloud fraction in the upper levels from 500 to

200 hPa consistent with the drying signal in relative humidity. Cases with
higher orders of damping and smaller coefficients have more cloud
fraction in the upper, particularly n = 8, c = 0.05, in which cloud fraction
is a maximum.

The degree of convection organization differs vastly with the divergence
damping parameters as in Figure 7, which shows random snapshots of
the spatial pattern of the OLR for four selected cases as in Figure 4.
When damping is set to maximum (both order and magnitude), dry
patches increase in intensity and extend over wider area. As damping
weakens, convection tends to spread over larger areas, with less intense
dryness. With the absence of wind shear in our simulations, this pattern
is in alignment with that of the cold pools; the intensity and area of cold
pools correlate well to the intensity and area of dry patches in the OLR
field. Convective organization appears to be tied to the area of convective
updraft in the domain as in Figure 8, which depicts this “linear” relation-
ship with liquid water path and OLR fields (Figures 8a and 8b, respectively).
The larger the area maintained by the updraft, the less liquid water path in
the domain and the more OLR to space.

Given this dependence of relative humidity and cloud fraction on diver-
gence damping parameters, we draw our attention to precipitation

Figure 4. Near-surface mean buoyancy B (m/s2, illustrating cold pools (negative buoyancy) in blue shading. The white con-
tours denote zero buoyancy.

Figure 5. PDF of negative buoyancy (B) at the first model level less than
�0.005 m/s2 threshold as an indicator for the strength of cold pools, calcu-
lated for all grid points from 6-hr output in the last 15 days of the simulations.
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statistics. Figure 9 shows time-averaged frequency distribution of fraction of the time the tropical
precipitation is in 0.5 mm/day bins ranging from 0 to 35 mm/day, calculated from 6-hr averages for all grid
points. Variations in the divergence damping have a pronounced impact on extreme precipitation. Strong
damping (n = 4, c = 0.15) leads to a sharp increase in the likelihood of extreme precipitation events, while
simulations with weaker damping, particularly (n = 8, c = 0.05), have smaller chances of heavy

Figure 6. Domain mean (a) vertical profile of column relative humidity and (b) cloud fraction.

Figure 7. Snapshots of the outgoing longwave radiation (OLR) in W/m2, as a proxy for convective organization.
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precipitation. This is somewhat unexpected given the reduction in mean convective mass flux of updraft and
mean relative humidity in stronger damping case. However, it agrees well with the strength of cold pools in
Figure 5, as heavier precipitation usually tends to produce more intense cold pools.

3.3. Radiative Fluxes and Cloud Radiative Forcing

In this section, we focus on the effect of radiative fluxes and cloud radiative forcing resulting from changes in
column water vapor and cloud fraction caused by divergence damping. Table 1 shows the reflected short-
wave radiative flux at the top of the atmosphere (TOA), the downward shortwave flux reaching the surface,
the OLR at TOA (OLR), and the downward longwave radiative flux at the surface.

In agreement with the amount of cloudiness induced by convective mass flux of updrafts, simulation with
strongest damping (n = 4, c = 0.15), in which cloud fraction is minimal, has the least reflected shortwave at
TOA. Therefore, the surface receives more shortwave, which increases the amount of upward longwave leav-
ing the atmosphere (OLR) and decreases the downward longwave at the surface.

On the other end, the simulation in which divergent damping is minimized
in order and magnitude, (n = 8, c = 0.05), with most cloudiness coverage
and humidity, has most shortwave reflection at TOA, and least received
shortwaves at the surface. Longwaves are maximum at the surface, and
minimum at TOA (or OLR). Response of radiative fluxes remains monotonic
with the order and magnitude of the damping, and the differences at a
given divergence damping order for different coefficients become smaller
as the order increases. Generally, the differences between different orders
at a given coefficient are smaller.

Changes in radiative fluxes cause clouds to exhibit changes in their radia-
tive forcing. Figure 10 shows cloud radiative forcing defined as clear-sky
minus all-sky radiative fluxes at the top of atmosphere for longwave
(LWCRF), shortwave (SWCRF) and their sum (NET CRF). Negative SWCRF
(Figure 9a) and positive LWCRF (Figure 10b) increase monotonically as
the damping order and magnitude decrease. Monotonicity in NET CRF
(Figure 10c), however, is not clear. Weaker damping magnitude (c = 0.05
in blue squares) is maxima for the sixth order and exceeds that of stronger
magnitude (c = 0.15 in red squares) except for the eighth order. Differences
between weak and strong damping at a given divergence damping order
become smaller in absolute value for the largest (eighth) order.

Figure 8. Relationship between the area of convective updraft in the domain and (a) mean liquid water path and (b) mean
OLR.

Figure 9. As in Figure 5 but for precipitation frequency distribution where
precipitation is in 0.5 mm/day bins ranging from 0 to 35 mm/day, calcu-
lated from 6-hr averages for all grid points.
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4. Discussion

Divergence damping is introduced in numerical models to prevent energy
buildup and noise at the grid scale. This study demonstrates sensitivity of
the RCE climate simulated by the FV3-based CRM operating at cloud-
resolving resolution to dynamical damping of the divergent component
of the horizontal flow, which changes the strength, width, and frequency
of convective updrafts and hence the effective organization of convection.
Such changes in organization lead to dramatic changes in free tropo-
spheric humidity, cold pools, OLR, precipitation statistics, and cloud cover
and cloud radiative effects. While our experiments here are conducted
over a small domain aiming to discourage self-aggregation, in larger
domains, convection in FV3 exhibits an aggregated state that does not
appear to be sensitive to the subgrid diffusion. This raises some uncer-
tainty about the mechanisms controlling the degree of convective organi-
zation discussed here.

Divergence damping in the model utilized here is the only explicit subgrid scheme applied to the horizontal
wind field. In the vertical, the only diffusive component of the model is the explicit boundary layer. Other expli-
cit subgrid schemes typically used in CRMs (that we do not use here) include Smagorinsky-type damping in the
horizontal, horizontal hyper-diffusion, and both physical and numerical vertical diffusion. The coefficients for
these subgrid schemes are also tunable, just as they are for divergence damping in FV3, and one would expect
sensitivities of the RCE climate to this tuning. Although it is possible that some of the sensitivity to subgrid para-

meters described here is special to either the FV3 dynamical core or the
AM4 physics, Zhou (2016, Ch. 5) and Tompkins and Semie (2017) suggest
that similar sensitivity occurs in other models. It is not clear how these
RCE simulations can be optimized in the subgrid parameter space with
reference only to this RCE configuration for which there are no observa-
tions. One approach is to simulate RCE atmuch higher horizontal resolution,
with the hope of generating something closer to a benchmark for this idea-
lized configuration. An alternative and more common approach is to simu-
late particular observed convective events. Subgrid parameters are then
optimized to produce a simulated state matching that observed (e.g.,
Grabowski et al., 1998; Khairoutdinov et al., 2009; Xu & Randall, 1996). The
same settings would then be used for RCE simulations. The sensitivity docu-
mented here emphasizes the importance of these validation strategies.

Realistic configurations of numerical models invariably damp grid-scale
motions, either explicitly or implicitly. Therefore, we do not agree that
the conclusions of the inviscid low-order analysis of Skamarock (2008) con-
cerning the accuracy of grid-scale modes are relevant to these or to any
other realistic simulations from an FV3-based model. We hope that emer-
ging full-physics model intercomparisons, such as the Radiative-
Convective Equilibrium Model Intercomparison Project (RCEMIP; Wing
et al., 2018), will prove to be a more useful way of evaluating model char-
acteristics under conditions more appropriate for real-world applications.

Another question these results raise is about the progression toward glo-
bal cloud-resolving modeling. As global model approach the gray zone,
say dx ~ 1–10 km (Jeevanjee, 2017), at what point should modelers begin
to worry about the effects of numerical subgrid formulations on convec-
tion that we find here? And how should they balance this concern with a
continued need to dissipate energy and noise at small scales? It will also
be important to determine the extent to which this sensitivity in the idea-
lized RCE configuration translates into sensitivity in more realistic horizon-
tally inhomogeneous configurations. This question is, in turn, closely

Table 1
Radiative Fluxes: Upward Shortwave and Longwave at the Top of Atmosphere
(SWTOA and OLR, Respectively) and Downward Shortwave and Longwave at
the Surface (SWSFC and LWSFC, Respectively), for Different Divergence
Damping Order (n) and Coefficient (c)

n c SWTOA SWSFC OLR LWSFC

n = 4 c = 0.05 96.34 239.21 227.85 400.07
c = 0.15 84.76 253.89 243.37 390.11

11.58 �14.69 �15.53 9.95
n = 6 c = 0.05 109.49 225.36 210.29 405.38

c = 0.15 98.19 237.44 226.16 400.27
11.30 �12.08 �15.86 5.11

n = 8 c = 0.05 111.95 222.34 208.77 407.92
c = 0.15 105.78 229.48 216.52 403.32

6.16 �7.14 �7.75 4.59

Note. Numbers in bold are the difference between c = 0.05 and c = 0.15 at
the same order. All magnitudes are in W/m2.

Figure 10. Cloud radiative forcing defined as clear-sky minus all sky radiative
fluxes of (a) shortwaves, (b) longwaves, and (c) and sum of shortwaves and
longwaves at the top of the atmosphere in W/m2. The blue and red squares
are for coefficient c = 0.05 and c = 0.15 for a given damping order n,
respectively.
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connected to the broader question of the extent to which the convective organization seen in many RCE
simulations is relevant to convective organization in nature and more realistic model configurations.
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